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Suppliers routinely sell goods to retailers on credit. Common credit terms are tantamount to a schedule of
declining discounts (escalating penalties) that depend on how long the retailer takes to pay off the supplier’s

loan. However, issues such as which stocking policies are optimal in the presence of supplier-provided credit
have been investigated only when demand is assumed deterministic. Nearly all stochastic inventory models
assume either time-invariant finance charges or charges that may vary with time but not with the age of the
credit. In this article we present a discrete time model of the retailer’s operations with random demand, which
is used to prove that the structure of the optimal policy is not affected by credit terms, although the value of
the optimal policy parameter is. This is followed by a continuous time model, which leads to an algorithm
for finding the optimal stock level. We also model the supplier’s problem and calculate the optimal credit
parameters in numerical experiments.
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1. Introduction
Peterson and Rajan (1997, p. 661) state, “Trade credit
is the single most important source of short-term
external finance for firms in the United States.” Sim-
ilar observations have been made about firms in
Europe as well (Wilson and Summers 2002, Gian-
netti et al. 2006). Commonly used credit terms lower
a buyer’s (retailer’s) inventory carrying charges for
a limited period of time. If the buyer does not pay
in a timely fashion, these terms imply a schedule
of escalating finance charge rates (Smith 1987). Rea-
sons that trade credit is popular include (a) the seller
has better information about buyers’ creditworthi-
ness, (b) the seller can better control a buyer, e.g.,
by threatening to cut future supplies, (c) the seller
incurs smaller transaction costs when salvaging exist-
ing assets in case of default, and (d) the seller can,
in effect, discriminate on prices. Note that direct price
discrimination is outlawed in the United States except
in some special circumstances (see Robinson-Patman
Act, 15, U.S.C.A., Section 13(a)—http://www4.law.
cornell.edu/uscode/15/.html). From the operations
and marketing perspectives, trade credit improves

suppliers’ sales, which helps to grow the market in
the long run (Giannetti et al. 2006).
Although there is vast literature on inventory

models in deterministic and stochastic environments,
nearly all articles that consider the impact of trade
credit terms assume no uncertainty in demand. In
particular, permissible delays in payment have been
the focus of many articles within the economic order
quantity (EOQ) framework. Our survey presents
major themes within this line of work, as well as some
papers that consider stochastic models; see Maddah
et al. (2004) for an extensive review.
Beranek (1967) emphasizes the importance of pay-

ing attention to credit terms when making lot sizing
decisions. He presents examples in which ignoring
financial considerations can lead to an infeasible
stocking policy. Haley and Higgins (1973) expand on
this theme and consider the problem of jointly choos-
ing optimal order quantity and timing of payments to
the supplier when demand is constant and inventory
is financed with trade credit. Goyal (1985) obtains the
EOQ formula when the buyer may delay payment by
a prespecified number of days, which is a common
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form of trade credit. Chand and Ward (1987) inter-
pret permissible delay in payment as a price discount
and obtain a slightly different formula. Both these
approaches are based on the average cost criterion.
Rachamadugu (1989) presents a discounted cash flow
approach for the same problem.
Aggarwal and Jaggi (1995) and Jamal et al. (1997)

obtain optimal order quantities when a constant frac-
tion of items deteriorates per unit time. Silver and
Costa (1998) model outdating where items have a
finite shelf life after which inventory must be sal-
vaged. A different method of providing credit fixes
a specific payment date, e.g., the 20th of the month
following the date when the invoice is generated.
Such models are described as having “date terms” as
opposed to the “day terms” models described earlier.
Examples of research with date terms credit are found
in Carlson and Rousseau (1989), Kingsman (1991),
and Carlson et al. (1996). Other EOQ variants are pre-
sented in Huang (2004), in which the replenishment
rate is finite, Kim et al. (1995), in which the retailer
also sets selling price and demand is price dependent,
and Chang (2004), in which supplier credit is linked
to order quantity.
The literature on stochastic inventory models with

trade credit is limited. Maddah et al. (2004) present an
approximate method for calculating the cost function
in a periodic review setting when the (s� S) (reorder
level, order-up-to level) inventory policy is used. This
leads to a numerical search procedure for finding the
optimal parameters s and S. Robb and Silver (2004)
compare four heuristic rules against the best (R�S)
policy when date terms are offered and supply and
demand are random. The best review interval R is
chosen from the set of integer factors and integer
multiples of 30, and the best order-up-to level S is
obtained from an approximate cost function. Neither
article considers whether �s� S� or �R�S� policy is opti-
mal. Moreover, the proposed procedures for finding
policy parameters are approximations.
There have been several recent attempts to jointly

model financial and operational decisions. Notable
among these are Buzacott and Zhang (2004), who
model an asset-based constraint on the amount of
available capital; Babich and Sobel (2004), who con-
sider the timing of an initial public offering (IPO)
jointly with operational decisions to maximize the

present value of proceeds from an IPO; Xu and Birge
(2004), who consider a firm’s capital structure in a
model that characterizes production input and finan-
cial policy as endogenous decision variables; and Li
et al. (2003), who present a dynamic model to max-
imize the expected value of dividends by simultane-
ously choosing operational and financial decisions. In
these examples, the finance charges for borrowed cap-
ital may depend on the decision period index. How-
ever, each item in stock in a particular period incurs
the same finance charge, regardless of how long ago
the retailer first obtained the necessary credit. Other
related works include Lederer and Singhal (1994),
who show that financial considerations play a sig-
nificant role in manufacturing investment choices;
Birge (2000), who advocates the use of real options
as a means of incorporating risk in capacity-planning
models; and Gupta and Gerchak (2002), who model
the impact of operational synergies in the valuation
of targets in merger/acquisition cases.
In light of the lack of research on the operational

impact of trade-credit terms when demand is random,
we focus on the following questions. What types of
stocking policies are optimal? How should the retailer
determine the stocking levels and the supplier choose
the credit terms?
We first present a discrete time model of the re-

tailer’s operations. The model is used in §3 to prove
that a base-stock-ordering policy is optimal under
very general credit terms, according to which the re-
tailer’s finance cost rate is a nondecreasing function
of the time it takes to sell an item. Section 4 contains
a continuous time model, which leads to an algo-
rithm for choosing the optimal stock level. In §5, we
explore through numerical experiments the effect on
the supplier’s profit when certain credit terms are dic-
tated by industry norms. Section 6 provides conclud-
ing remarks. All proofs are either in the appendix or
in a companion online appendix.

2. Formulation
We model the retailer’s expected profit maximiza-
tion problem as a discrete time Markov decision
process (MDP). The retailer has an opportunity to
order/receive shipments once in each decision epoch,
which we refer to as a “day” for convenience.
The retailer uses supplier-provided credit to finance
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stock purchases. It will shortly become clear that
when viewed from the retailer’s perspective, sup-
plier financing subsumes the option to borrow from
the bank. There are no transaction costs associated
with placing orders or making payments. The retailer
remits the wholesale price to the supplier in each
period after sales. The supplier applies these remit-
tances to the oldest credit first. In addition, the retailer
is obligated to pay finance charges on borrowed cap-
ital in each planning period. Such practices are com-
mon when retailers carry expensive spare parts or
expensive products such as automobiles. We assume
that the retailer chooses a stocking policy to maximize
the long-run expected discounted profit, where � is
the discount rate.
Time is indexed by t, per unit contribution margin

is denoted by p, wholesale price by w, and the length
of the selling season by n. That is, the retail price
is p + w. Daily demand is generated by a sequence
of independent, integer-valued and nonnegative ran-
dom variables Dt , where E�Dt� < �. The holding cost
of each item has two components: The physical cost
of storing inventory (including warehousing and han-
dling costs) is h per unit per period. The daily finance
cost depends on the item’s shelf age, which refers to
the amount of time that an item has spent in the
retailer’s store. For an item whose current age is j ,
j < � and the finance cost rate is �j . All items with
current age � or more days are charged ��.

From the retailer’s perspective, the maximum
finance charge rate cannot exceed its market (bank)
borrowing rate �R. If the supplier charges more, the
retailer will switch to borrowing from the bank and
pay off the supplier. That is, �� ≤ �R must hold. Con-
sistent with common practice, we assume that �j ≤
�j+1, for j = 1� � � � � � − 1. These arguments imply that,
from the retailer’s point of view, there is no differ-
ence between supplier and bank financing options
once �j = �R is reached. Different financing options
do affect the supplier.
Our model is motivated by the example of retailers

that sell products made by a single supplier, e.g.,
automobile dealers that sell a single brand of cars.
All goods are obtained on credit, and products are
ordered at fixed intervals. At such points, sales can
be observed by the manufacturer, which demands full
payment for goods the retailer has already sold. The

retailer removes the cash equivalent of the profit from
each cycle of inventory operations to pay dividends
or as owner’s profit. The supplier establishes a credit
account for the retailer and keeps track of how much
credit is outstanding from each of the previous peri-
ods. Interest charges are different for loans of different
vintages. Specifically, interest charges for a loan are
nondecreasing in the amount of time elapsed since
that loan was obtained by the retailer (see Brealey
et al. 2006 for additional discussion on different credit
management strategies that the suppliers use).
At the beginning of each decision epoch (i.e., start

of a planning period), the retailer checks on-hand
inventory, backorder, and on-order inventory levels,
and orders qt ≥ 0 units. We assume that the supplier
can deliver each order exactly 	 ≥ 1 planning periods
later, where 	 = 1 means that orders are delivered at
the end of the period in which they are placed. (By
design, the minimum lead time in our model is 1.
When lead time is 0, the retailer carries no inventory
and trade credit becomes irrelevant.) Shortages result
in a penalty 
. When 	 = 1, we obtain the optimal
policy structure both when shortages are backordered
and when they result in lost sales. Thus, 
 is either
the unit backorder cost per period, or the unit cost of
lost sales over and above the lost revenue. If 	 > 1
and shortages result in lost sales the optimal policy
does not have a simple structure even if the inventory
finance cost is independent of shelf age (see §9.6.5 in
Zipkin 2000). Therefore, we do not consider that prob-
lem instance here.
The system state at the start of period t is described

by the triplet �s̃t� q̃t−1� bt�, where “ ˜ ” is used to denote
a vector. The �-dimensional vector s̃t , with compo-
nents si� t , i = 1� � � � � �, tracks on-hand inventory in
each of � age categories. Each si� t is nonnegative and
if i < �, it denotes the number of items on hand that
have been in stock precisely i days. However, s�� t

denotes the number of items that were purchased
at least � days ago. The �	 − 1�-dimensional vec-
tor q̃t−1 = �qt−	+1� � � � � qt−1� keeps track of the num-
ber of items on order at the start of period t. These
are outstanding orders that have been placed fewer
than 	 periods ago. The current level of backorders
is denoted by bt . On-hand inventory and backorders
cannot be simultaneously positive; i.e., si� t · bt = 0 for
each i and each t. The retailer supplies demand by
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first depleting s�� t , then s�−1� t , and so on. Put differ-
ently, si� ts satisfy the property that if si−1� t = 0, then
sj� t = 0 for each j ≥ i. In reality, it does not matter
which item is supplied to the customer as long as an
accurate account is maintained of the age of outstand-
ing credit.
Next, we present two models starting with the lost-

sales model, where 	 = 1 is assumed. The second
model considers complete backordering, but there 	

can be any positive integer. In both cases, material
and financial flows occur at the end of each plan-
ning period. Specifically, at the end of period t, t < n,
supply qt−	+1 is received, demand Dt is realized, and
supply-demand match as well as financial transac-
tions occur. The terminal period has special material/
financial flows, which will be described separately for
each formulation.

2.1. The Lost Sales Model �	 = 1�
Let rt�s̃t� qt� dt� denote the one-period profit func-
tion when the retailer has on-hand inventory s̃t and
orders qt and the realized demand is dt . Then, for t =
1� � � � �n − 1, we have

rt�s̃t�qt�dt�=p

[( �∑
m=1

sm�t +qt

)
∧dt

]
−h

[ �∑
m=1

sm�t +qt −dt

]+

−


[
dt −

�∑
m=1

sm�t −qt

]+
−w

�∑
m=1

�msm�t� (1)

The first term on the right-hand side is the contribu-
tion from sales in period t, where the amount sold is
the smaller of on-hand inventory and demand. (Note
that a ∧ b denotes min�a� b� and �a�+ = max�0� a�.)
The second term is the physical holding cost, and the
third term is the shortage penalty. The last term rep-
resents the finance charges owed to the supplier. Note
that because replenishment arrives at the end of a
period, the finance charges are calculated based only
on the on-hand inventory at the start of that period.
In contrast, physical holding cost is calculated based
on period-end inventory (which includes items from
the most recent replenishment received), as is the con-
vention in standard inventory models. Alternatively,
we can make the physical holding cost dependent on
starting inventory in each period. This does not affect
the key results in this paper.
Knowing state s̃t at the start of day t and action qt ,

the state at the start of day �t + 1� can be calculated

via the following transition equations

s�� t+1 = �s�� t + s�−1� t − Dt�
+ (2)

si� t+1 =
[
si−1� t −

(
Dt −

�∑
m=i

sm� t

)+]+
�

when 1< i < � − 1 (3)

s1� t+1 =
[
qt −

(
Dt −

�∑
m=1

sm� t

)+]+
� (4)

Let vt�s̃t� denote the retailer’s optimal expected
profit function from period t onward. Then, for t < n,
the optimality equations are

vt�s̃t� =max
qt≥0

E�rt�s̃t� qt�Dt� + �vt+1�s̃t+1��� (5)

At the end of the selling season, all transactions are
financial in nature. No new orders are placed. How-
ever, consistent with our approach in periods t < n,
all transactions occur at the end of period n. That is,
the retailer still pays inventory investment charges in
period n. Although we use this framework for consis-
tency, the key results of this paper remain valid (after
minor adjustments) even if we assume no finance
charges in period n, i.e., if all loans are paid off at the
start of period n. The terminal value function is

vn�s̃n� = −w
�∑

m=1

�msm�n − w
�∑

m=1

sm�n + u

( �∑
m=1

sm�n

)

= u

( �∑
m=1

sm�n

)
− w�1+ ��1�

�∑
m=1

sm�n

− w
�∑

j=2

��j

( �∑
m=j

sm�n

)
� (6)

where ��j = �j −�j−1 and we set �0 = 0. In Equation (6),
the function u�·� determines the salvage value of the
leftover stock at the end of the selling season. The
retailer’s objective is to find a sequence of order quan-
tities �q∗

t � that maximize the present value of its total
expected profit v0 = �v1�s̃1�. Note that the vector s̃1 is
a problem parameter.

2.2. The Complete Backordering Model �	 ≥ 1�
The retailer tracks system state �s̃t� q̃t−1� bt�. For t < n,
the one-period reward function is the following analog
of the function given in (1)

rt�s̃t�q̃t−1�bt�qt�dt�

=p

[
�bt +dt�∧

( �∑
m=1

sm�t +qt−	+1

)]
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−h

[ �∑
m=1

sm�t +qt−	+1−dt −bt

]+

−


[
dt +bt −

�∑
m=1

sm�t −qt−	+1

]+
−w

�∑
m=1

�msm�t� (7)

In (7), q̃t−1 = �qt−	+1� � � � � qt−1� is the state of inventory
on order (but not yet received) at the start of period t.
Consistent with the lost sales model’s one-period rev-
enue function, the first term is period t’s contribution
from sales; the second and third terms are the holding
and shortage costs, and the fourth term is the finance
charge.
The state transition equations are identical to (2)–(3)

for si� t+1 terms when i > 1. Additional system dynam-
ics equations are as follows

s1� t+1 =
[
qt−	+1 −

(
Dt −

�∑
m=1

sm� t

)+
− bt

]+
(8)

bt+1 =
[
bt +

(
Dt −

�∑
m=1

sm� t

)+
− qt−	+1

]+
(9)

q̃t = �qt−	+2� � � � � qt�� (10)

At the start of period n, the retailer has q̃n−1 out-
standing orders. We assume that these orders arrive
at the end of period n, backlogs are cleared, and
the retailer clears the supplier’s loan. All transactions
are assumed to occur simultaneously at the end of
period n. This one-time special treatment allows us to
terminate transactions at period n. Let vt�s̃t� q̃t−1� bt�

denote the retailer’s optimal expected profit function
from period t onward. Then the optimality equa-
tions are

vt�s̃t� q̃t−1� bt� = max
qt≥0

E
{
rt�s̃t� q̃t−1� bt� qt�Dt�

+ �vt+1�s̃t+1� q̃t� bt+1�
}

(11)

and

vn�s̃n� q̃n−1� bn�

= u1�n�+ − u2��−n�+�

− w�1+ ��1�
�∑

m=1

sm�n − w
�∑

j=2

��j

( �∑
m=j

sm�n

)

+ �p + w�

[	−1∑
j=1

qn−j ∧ bn

]
− w

	−1∑
j=1

qn−j � (12)

In (12), functions u1�·� and u2�·� determine the termi-
nal salvage value and backorder penalty, respectively.
The term n = ∑�

m=1 sm�n + ∑	−1
j=1 qn−j − bn denotes the

inventory position at the start of period n. (Inventory
position is defined in a similar fashion for any t. It
equals net inventory when 	 = 1 and on-hand inven-
tory when 	 = 1 and bt = 0.) Since all outstanding
orders arrive at the end of period n, n is the end-
of-horizon net stock level. That is, n is the leftover
inventory, if positive, and net shortage, if negative.
This explains the first two terms, which account for
terminal salvage value and shortage penalty, respec-
tively. The third and the fourth terms are standard
finance charges paid on period n starting inventory.
In addition, the retailer earns �p+w��

∑	−1
j=1 qn−j ∧bn� by

satisfying any backorders and pays w
∑	−1

j=1 qn−j for the
arriving stock. The latter transaction does not incur
any finance charges, since all payments are due at the
end of period n. The last two terms of (12) reflect these
cash flows.
Alternatively, we can construct a model in which

material/financial transactions continue until the n′ =
�n + 	 − 1�th period, with qn = qn+1 = · · · = qn′−1 = 0.
That is, no new order is placed after period n−1. It is
easy to verify that the terminal value function is still
given by an equation similar to (12), but with the dif-
ference that the index n is replaced by n′. Although
we use the former approach in our analysis, both
approaches lead to the same conclusion about the
structure of the optimal ordering policy. The retailer’s
objective is to identify a sequence of optimal ordering
decisions �q∗

t � that maximize v0 = �v1�s̃1� q̃0� b1�.
Before closing this section, a few comments about

the relationship of models in §§2.1 and 2.2 to standard
inventory models are in order. Age-dependent finance
charges induce a nonlinear holding cost. It has been
observed in previous work (see, for example, Porteus
2002) that the optimal ordering policy is a base-stock
policy when MDP value function is concave (convex
in a cost-based formulation) in its state. In the set-
ting described here, the state of the inventory sys-
tem is multidimensional—consisting of the number of
items on hand of each different age category, inven-
tory on order, and backorder levels. The resulting
value function is not jointly concave in state variables.
However, if �j ≡ �, the formulations in §§2.1 and 2.2
reduce to the analogous standard periodic review
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inventory-control problems. A natural question there-
fore is whether the structure of the optimal ordering
policy remains intact when trade-credit terms make
the retailer’s holding cost a function of the amount
of time it takes to sell an item? We answer this ques-
tion next.

3. The Optimal Ordering Policy
Our approach is to establish certain properties of the
value function vt�·� and to then show that these prop-
erties are preserved when optimal action is taken at
each stage. This leads to a characterization of the opti-
mal value function and of the optimal policy. We carry
out the ensuing analysis assuming that the item in
question is measured in discrete units because poten-
tial applications of our model are to the sale of expen-
sive discrete items such as automobiles. We use two
classes of functions, � and �, defined below. We also
use notation r+�x� = r�x +1�− r�x� to denote the right
difference of an arbitrary function r�·� at x and �
to denote the set of integers. Functions in � and �
have certain properties that are useful in simplifying
the optimal value function in Equations (5) and (11).
These properties are presented in Lemma 1 in the
appendix.
Definition 1. The set � contains all bounded real-

valued functions g� � → � that have the following
properties. For any s ∈�
1. g�s� < �
2. g+�s� ≤ g+�s − 1�
3. There exists � < � such that g+�s� < �.
Thus, � is the analog of the set of bounded concave

functions with finite right derivatives. The sum of
functions in � also belongs to �; i.e., � is closed with
respect to the sum.
Definition 2. The set � contains all real-valued

functions f ��+ → � that have the following properties
1. f �0� < �
2. f +�0� ≤ 0
3. f +�s� ≤ f +�s − 1� for any integer valued s ≥ 1.
The set � is the analog of the set of bounded and

decreasing concave functions. It is straightforward to
verify that � is a subset of � and closed with respect
to the sum.

3.1. The Lost Sales Model
We will show that the optimal order quantity depends
only on the total on-hand inventory (regardless of

shelf age) and that a base-stock policy is optimal. This
result depends on the fact that the optimal value func-
tion is a sum of functions in the sets � and �. The
arguments of these functions are partial sums of si� ts.

Proposition 1. If u�·� ∈ � and u+�0� < w, then the
optimal value function vt�s̃t� can be written as a sum of
functions in the sets � and �. Specifically, for each t =
n�n − 1� � � � �1, we have

vt�s̃t� = f
�t�
1 �s�� t� + f

�t�
2 �s�� t + s�−1� t�

+ · · · + f �t�
�

( �∑
m=1

sm� t

)
+ g�t�

( �∑
m=1

sm� t

)
� (13)

where f
�t�
i ∈� for each i, and g�t� ∈�.

The conditions under which Proposition 1 holds
have a straightforward intuitive meaning. The first
condition, u�·� ∈ �, ensures that the salvage value
would not increase at an increasing rate in the amount
of leftover stock. The second condition, u+�0� < w,
guarantees that it is never optimal to purchase stock
in period n − 1 only to salvage it in period n. This
comes from the fact that the left-hand side of this
inequality is an upper bound on the incremental ben-
efit from having one more unit to salvage in period n;
the right-hand side is the cost of purchasing an item
in period �n − 1� and paying for it without incurring
a finance charge. The first condition is easily satisfied
when u�x� = u ·x is a linear function. The second con-
dition is met when the unit salvage value is smaller
than the wholesale price (u < w). Note that these are
both common assumptions in inventory models with
item age-independent finance charges (see, for exam-
ple, Porteus 2002) and that vt�s̃t� is not jointly concave
in si� ts.
The first consequence of Proposition 1 is that the

value function vt�s̃t� is bounded, being the sum of
bounded functions. The second consequence, also our
main result, is that the optimal policy is base-stock
policy.

Theorem 1. If u�·� ∈ � and u+�0� < w, then the opti-
mal ordering policy in period t is a base-stock policy.
Specifically, if st = ∑�

m=1 sm� t is the total on-hand inven-
tory at the start of period t, then q∗

t = �y∗
t − st�

+, where
y∗

t < � is the optimal base-stock level in period t.
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3.2. The Complete Backordering Model
The structure of the optimal value function is given in
Proposition 2. Its proof can be found in the appendix,
available online.

Proposition 2. If u1�·� ∈�, u+
1 �0� < w, and −u2�·� ∈

� , then the optimal value function vt�s̃t� q̃t−1� bt� can be
written as a sum of functions in the sets � and �. Specif-
ically, for each t = n�n − 1� � � � �1, we have

vt�s̃t� q̃t−1� bt� = f
�t�
1 �s�� t� + f

�t�
2 �s�� t + s�−1� t�

+ · · · + f �t�
�

( �∑
m=1

sm� t

)
+ g�t��t�� (14)

where f
�t�
i ∈� for each i, and g�t� ∈�.

The salvage value function u1�·� must have proper-
ties similar to the properties of u�·� in Proposition 1.
A linear salvage value function, i.e., u1�x� = u1 ·x, with
the unit salvage value u1 smaller than the wholesale
price w satisfies these requirements. The additional
requirement −u2�·� ∈� ensures that the cost of short-
age is increasing at an increasing rate in the number of
units short. This requirement helps to eliminate cases
in which having a large shortage at the end of the
planning horizon can be beneficial. It is also easily
satisfied by a linear function u2�x� = 
nx, with a per
unit terminal shortage penalty 
n > 0.
As in §3.1, a base-stock policy is also optimal when

shortages are backordered. We present this result in
Theorem 2 without proof, because its proof is similar
to the proof of Theorem 1.

Theorem 2. If u1�·� ∈ �, u+
1 �0� < w, and −u2�·� ∈ � ,

then the base-stock ordering policy is optimal. Specifically,
if t =∑�

m=1 sm� t +
∑	−1

j=1 qt−j − bt is the inventory position
at the start of period t, then q∗

t = �y∗
t −t�

+, where y∗
t < �

is the optimal base-stock level in period t.

In each model, the one-period expected reward is
bounded and the demand is finite with probability
one. Therefore, when parameters are stationary and
demand in each period is independent and identi-
cally distributed (i.i.d.), the value function iterations
in (5) and (11) converge in the limit as n → �. (Formal
arguments can be constructed using an approach out-
lined in Chapter 6 of Puterman 1994.) For example,
if v�s̃� q̃� b� = limt→� vt�s̃t� q̃t−1� bt�, then Proposition 2
and Theorem 2 also apply to the value function

v�s̃� q̃� b�. The base-stock policy now has a fixed order-
up-to level y∗.

Why in each case does the optimal ordering deci-
sion depend only on t (which in turn is a function of∑�

m=1 sm� t) and not on the distribution of inventory by
shelf age? A clue to understanding this result on an
intuitive level is provided by the one-period reward
functions in Equations (1) and (7).
Note that the first three terms of these functions con-

stitute the standard tradeoff between sales revenue on
the one hand and the cost of either overage or under-
age, on the other hand. Such tradeoffs are common
in inventory models. Demand, physical holding cost,
and shortage cost are shelf age independent, so these
terms depend on s̃t only through

∑�
m=1 sm� t , as they do

in standard inventory models. The last term captures
the finance charges, which do depend on the age of
each item in stock. However, given total stock level at
the start of a period, the amount of time that a newly
arrived item spends on the shelf is independent of
the age distribution of on-hand stock. Therefore, credit
terms do not affect the type of policy that is optimal.
They do affect the optimal choice of �qt� through the
target total stock levels. The key assumption that leads
to this behavior is that customers perceive no differ-
ence among items based on their shelf ages.
In the broader context of finance and operational

decisions, Theorems 1 and 2 suggest that although
finance and operations managers may continue to use
base-stock-ordering policies, the calculation of base-
stock levels should be adjusted to match credit terms.
Discussion of the interactions between production
and financial decisions in other contexts can be found
in Ravid (1988).
Suppliers may place a limit on the total amount

of stock a retailer may order/obtain on credit, where
both the current level of credit and the maximum
credit are defined with respect to the retailer’s inven-
tory position. Let �yt be the maximum period t inven-
tory position permitted by the financing constraint.
Then the retailer should order the smaller of q∗

t or
q̂t = ��yt − t�

+. This simple adjustment works because
for each t, g�t��·� is the discrete analog of a bounded
concave function (see Equation (14)).

4. Policy Parameter Optimization
Although the discrete time framework described in
§3 is appropriate for identifying the structure of
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the optimal policy, the multidimensional MDP is
computationally intractable for finding the optimal
base-stock level. For this reason, we develop a con-
tinuous time model for policy parameter evaluation.
Our approach parallels the approach used in previ-
ous studies. For example, Zipkin (2000) in Chapter 9
uses a discrete time model for proving the structure
of optimal policy, whereas Chapter 6 of Zipkin (2000)
contains a continuous time model for policy parame-
ter optimization.
There are two key differences between a continuous

time model and our approach in §3. First, in this situa-
tion, the retailer observes every demand and practices
item-for-item replenishment, if she controls inventory
by keeping a fixed base-stock level y∗. Second, the
continuous time model maximizes average expected
profit (per unit time), whereas the discrete time model
is based on the discounted total expected profit cri-
terion. See Porteus (1985, 2002) for discussions of
the care necessary when approximating discounted
reward models with policies computed for average
reward models. Note that similar differences also exist
among inventory models that have been proposed
when the finance rate is shelf-age independent.
We assume that all parameters are stationary and

focus only on the analog of the model in §3.2 because
in a continuous time framework, the retailer may
choose y∗ > 0 to protect against stockouts whenever
the replenishment lead time is strictly positive. In
§§2 and 3, we had assumed that �Dt� is a sequence
of independent random variables. Now the retailer’s
demand is assumed to be Poisson distributed, with
mean �. The need for this assumption is explained in
the ensuing analysis.
The trade-credit terms are specified by the process

� = ���t�� t ≥ 0�. Knowing �, the retailer chooses an
appropriate base-stock level y∗. Our goal in this sec-
tion is to determine a procedure for computing y∗.
As in the standard stochastic inventory model (i.e.,
when the inventory finance rate is constant), y∗ =
argmaxy≥0��R�y � �� = �p − �C�y � ���, where �R�·�
and �C�·� denote the retailer’s long-run average profit
and cost functions, respectively. Clearly, the main task
is to compute �C�y � ��, the cost of demand uncer-
tainty. This cost has two components: the cost of hold-
ing inventory and the cost of shortages. Calculation of
the latter is identical to the standard inventory model.

However, the cost of carrying inventory depends on
the amount of time it takes to sell each item from
the moment that item arrives on the retailer’s shelf.
To calculate �C�·�, we need to determine the limit-
ing distributions of the following system performance
measures: Iy�t�, the on-hand inventory level; By�t�, the
backorder level; and Ay�t�, the item shelf age. As in
the standard inventory model, it is possible to show
that for each fixed base-stock level y, the limiting dis-
tributions of the Iy�t�, By�t�, and Ay�t� exist as t → �
(see Zipkin 2000). We use notations I�y�, B�y�, and
A�y� to denote random variables whose distributions
are identical to the limiting distributions of Iy�t�, By�t�,
and Ay�t�, respectively. Similarly, random variables
IN �y� and IO have the limiting distributions of net
inventory and inventory on order, respectively. Note
that the distribution of inventory on order is indepen-
dent of y, as explained below.
Consider first the cost of shortages. This can be cal-

culated using the following fundamental relationship
among the base-stock level, net inventory, and inven-
tory on order

IN �y� = y − IO = y − D�	�� (15)

where D�	�, the number of units demanded in an
interval of length 	, is Poisson distributed with
parameter �	. The above relationship can be ex-
plained by observing that the net inventory deviates
from y only because of outstanding orders, and that,
at any given time, the number of outstanding orders
are all those placed within the previous 	 time units.
A backorder occurs only when the number of out-
standing orders exceeds y. Therefore,

E�B�y�� =
�∑

m=0

mP�IN�y�=−m�=
�∑

m=0

mP�D�	�=y+m�

= E��D�	�−y�+�� (16)

and the average shortage cost is 
E�B�y��.
To compute the inventory holding cost, we first

work out the details for a tagged item whose shelf
age is known to be � . Define a���

�= ∫ �

t=0 ��t� dt as the
finance charge incurred on each dollar borrowed from
the supplier to place the tagged item on the shelf.
Then this item incurs a total finance charge of wa���.
The physical holding cost incurred during � is sim-
ply h� . The expected holding cost per item is therefore
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E�E�h� + wa��� � A�y� = ��� = hE�A�y�� + wE�a�A�y���.
Since there are � arrivals per unit time, the average
holding cost per unit time is obtained by multiplying
the per item holding cost with �. Putting it together,
we have

�C�y � �� = �
{
hE�A�y�� + wE�a�A�y���

}
+ 
E�B�y��� (17)

where, from Little’s law, E�A�y�� = �−1E�I�y��. The
expected on-hand inventory can be calculated by
using arguments similar to (16). In particular, E�I�y�� =∑y

m=0 mP�IN�y� = m� = E��y − D�	��+�. Finally,

y∗ = argmax
y≥0

{
�p − �C�y � ��

}

= argmin
y≥0

{
hE�A�y�� + 
E�B�y�� + �wE�a�A�y���

}
�

(18)
Equation (18) reveals two additional challenges

before we can develop an efficient technique for
finding y∗. First, we need a method for computing
E�a�A�y���, which requires characterization of the dis-
tribution of A�y�. Second, we need to show that
E�a�A�y��� has monotone increasing differences in y.
Propositions 3 and 4 present the required results.

Proposition 3. For a fixed base-stock level y, let FA�y�

denote the cumulative distribution function of A. Then, for
any t ≥ 0,

FA�y��t� = 1− e−��	+t�
y∑

m=1

��	�y−m

�y − m�!
(m−1∑

i=0

��t�i

i!
)

� (19)

Proposition 4. For a fixed base-stock level y, let
��y� = E�a�A�y���. If ��t� is increasing in t ≥ 0, then
�+�y� ≥ 0 and ��y + 1� − ��y� ≥ ��y� − ��y − 1�� for
any y ≥ 1.

Proposition 3 follows from the fact that if an arriv-
ing replenishment observes m ≥ 0 items in store, then
its shelf age distribution is the sum of m + 1 expo-
nential demand inter arrival times. Unconditioning on
m gives rise to the distribution in (19). The proof of
Proposition 3 also underscores the need for Poisson-
distributed demand arrivals. If demand distribution
is arbitrary, a replenishment arrival epoch is not nec-
essarily an arbitrary observation epoch, and there-
fore the above argument will not hold. Proposition 4
comes from the fact that A�y� is stochastically increas-
ing in y and a�t� is increasingly convex in each t.

Theorem 3. If ��t� is increasing in t ≥ 0, the optimal
base-stock level can be computed as follows

yR��� =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 if �C�1 � �� > �C�0 � ���

max
{
y � �C�y � �� − �C�y − 1 � �� ≤ 0

}
otherwise�

(20)

We do not provide a proof of Theorem 3; it fol-
lows easily from the first-order optimality condition
(Luenberger 1984).
Equation (20) can be further simplified, but unfor-

tunately, it does not yield a closed-form expression
for yR. However, we show that favorable credit terms
lead to the retailer stocking more; see Proposition 5.
An immediate corollary of Proposition 5 is that both
the retailer and the supplier benefit from trade credit.
For this purpose, suppose processes �1 and �2 are two
credit schemes such that �1�t� ≤ �2�t� for all t ≥ 0, and
let yR��i� denote the corresponding order quantities
that maximize the retailer’s expected profit.

Proposition 5. Given �i such that �1�t� ≤ �2�t� for
all t ≥ 0, yR��1� ≥ yR��2�.

From (17), we observe that the retailer’s cost de-
creases with favorable credit terms and when all
other parameters remain fixed. Therefore, the retailer
also benefits from choosing the optimal stocking level
under trade credit. The supplier sets credit terms and
cannot be worse off as a result of offering credit.

5. Examples
We report results from two examples in which the sup-
plier offers a discounted finance rate �d if the retailer
pays off its loan by td, and the retailer’s market rate is
�R thereafter. This structure of credit terms is common
practice. Given the structure, our examples demon-
strate how the supplier’s choice of discount length
and expected profit vary when the discount rate �d

is exogenously determined. The discount rate could
be dictated, for example, by relevant industry norms.
See Kirkman (1979) and Wilson and Summers (2002)
for further discussion on suppliers’ ability to set arbi-
trary credit terms. In both examples, the supplier is
assumed to have make-to-order manufacturing opera-
tions, no finished goods inventory, and sufficient pro-
duction capacity to produce and deliver each order
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Figure 1 The Effect of Credit Discount
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after a lead time of 	. We also assume that every
exogenous demand triggers a production order.
The supplier borrows at rate �S to finance its opera-

tions. Its per unit production cost is c, and its share of
the backorder cost is 
S . A supplier that offers terms
��� t� and whose action in turn generates a response
y from the retailer has the following expected profit
per unit time

�S��� t�y�

= �w − c�� − 
SE�B�y�� − c�S�	

+�
{
wE�a�t ∧ A�y��� − c�SE�t ∧ A�y��

}
� (21)

In this equation, the first term is the rate of contribu-
tion from sales, the second term is the expected short-
age penalty per unit of time, the third term accounts
for cost of average work-in-process inventory during
the lead time 	, and the last term accounts for the dif-
ference between the amount that the supplier collects
in finance charges from the retailer (per unit of time)
and the charges that it incurs to finance inventory. We
assume that the supplier, like the retailer, removes the
cash equivalent of the profit from each cycle of inven-
tory operations to pay dividends or as owner’s profit.
For each �d, we use t∗

d��d� to denote the correspond-
ing optimal length of the discount period.
Although an alternative sales contract in which the

supplier demands full payment at td is also common,
as long as c�S < w�R (which we assume), the supplier
earns a greater profit by extending the loan beyond td.

To the retailer, both options lead to the same finance
rate of �R beyond td. Therefore, we do not consider
the case where the retailer borrows from the supplier
first and then from the bank.
Examples reported in Figures 1(a) and 1(b) are

based on the following data: � = 1, h = 2, w = 20,
p = 5, c = 10, and 
R = 
S = 1, 	 = 3, �R = 0�15, and
�S = 0�1. We vary �d from 0 to �R and study its effect
on the choice of t∗

d and on the expected profits of the
supplier and the retailer. In Figure 1(a), a smaller dis-
count (greater �d) at first implies a longer discount
period. This is satisfying on an intuitive level. Up to
a point, the retailer can make up for a lower dis-
count by having more time to pay the supplier’s loan.
Eventually, however, the discount period covers the
entire shelf age of most items, and an even longer
td does not adequately compensate for a higher �d.
At this point, faced with higher holding costs, the
retailer lowers its stocking level and the supplier min-
imizes its finance cost by reducing the discount period
to zero.
Figure 1(b) plots the supplier’s and the retailer’s

expected profit for the same range of �d values. As
explained, the supplier’s profit drops once �d reaches
a level at which the retailer’s optimal base-stock level
drops. Compared to its best profit, which is realized
at �d = 0�097, the supplier’s expected profit drops
by 18.9% when �d = �R. The corresponding drop in
the retailer’s expected profit is 2.5%. Thus, the sup-
plier benefits much more than the retailer by offer-
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ing a credit discount. This is expected because the
supplier sets the credit parameters to maximize its
individual expected profit.

6. Conclusion
Trade credit is by far the most common method sup-
pliers use to subsidize retailer holding costs. This
article examined the impact of common credit terms
on inventory decisions when demand is random.
We showed that the base-stock inventory control
policy continues to be optimal under an increas-
ing schedule of finance charges related to payment
date. Finance and accounting literature points out that
in many industry sectors, credit terms are set in a
certain manner for historical reasons. More impor-
tantly, small firms may not have the market power
to change these terms (Kirkman 1979, Wilson and
Summers 2002). Our analysis shows that to a large
extent, the suppliers can correct the inefficiency intro-
duced by the use of either the industry-standard dis-
count period length or the industry-standard dis-
count rate by adjusting the other parameter appro-
priately. These parameters serve as substitutes in
terms of their effect on the retailer’s stocking
levels.
There are many opportunities for future work. For

example, if the retailer has alternate uses of capital
that earn more than the cost of borrowing from the
supplier, it may strategically choose when to pay
back the supplier’s loan. This is particularly rel-
evant when the retailer is credit constrained and
purchases items from many suppliers with different
credit terms. Similarly, issues such as the structure of
the optimal ordering policy when the retailer incurs
a fixed ordering cost, or when the supplier offers
common terms to multiple retailers that differ in their
size/credit worthiness, remain largely unexplored.
Other avenues concern the nature of supplier-retailer
interactions when the former sells multiple products
to the same retailer and the effect of retailer (and/or
supplier) competition. The authors plan to pursue
these avenues in the future.
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Appendix
Properties of � and �. Let the notation “

�=” denote a
defining equality. Then each statement in Lemma 1 can be
verified by checking that the resulting functions continue to
satisfy the appropriate set inclusion properties.

Lemma 1. Suppose f and g are arbitrary functions in sets �
and �, respectively.

(a) Let g1�s�
�=maxa≥0�g�s + a��. Then g1 ∈�.

(b) For any nonnegative and integer-valued random variable
X, which is independent of s and has a finite mean, let f1�s�

�=
E�f ��s − X�+��. Then f1 ∈� .

(c) Let g2�s�
�= E��p + 
��s ∧ X� + g�s − X��, where X is as

defined above. Then g2 ∈�.
(d) Let g3�s�

�= g�s� + f �s�. Then g3 ∈�.
(e) �g ∈� and �f ∈� , where 0< � < 1.

A proof of Lemma 1 can be found in the appendix
(online).

Proof of Proposition 1. We prove Proposition 1
by induction, starting with t = n. Let f

�n�
� �s�

�= u�s� −
w�1 + ��1�s and f

�n�
�−j �s�

�= −w ��j+1s, where 1 ≤ j < �. Since
u�s� ∈ � and −w�1 + ��1�s ∈� , it is clear from part (d)
of Lemma 1 that f

�n�
� �s� ∈ �. Furthermore, since f

�n�+
� �0� =

u+�0� − w�1 + ��1� < 0, it follows that f
�n�
� �s� ∈ � . Similarly,

f
�n�
j , for j < �, are decreasing linear functions of their argu-
ments. That is, each function f

�n�
j belongs to the set � . Next,

we define g�n��s�
�= 0 for all s, and on writing terms on the

right-hand side of (6) in terms of functions f
�n�
j and g�n�, we

note that

vn�s̃n� = f
�n�
1 �s��n� + f

�n�
2 �s��n + s�−1�n�

+ · · · + f �n�
�

( �∑
m=1

sm�n

)
+ g�n�

( �∑
m=1

sm�n

)
�

That is, the terminal value function has the desired structure
of Equation (13).

Assume that the value function has the desired struc-
ture for time indices t + 1� t + 2� � � � �n. Using this induction
hypothesis, we will prove that the structure is preserved
in vt . After straightforward algebraic manipulations, Equa-
tion (5) can be rewritten as

vt�s̃t� = −w
�∑

i=1

��i

( �∑
m=i

sm� t

)
− 
E�Dt�

+max
qt≥0

E

{
�p + 
�

[( �∑
m=1

sm� t + qt

)
∧ Dt

]

− h

( �∑
m=1

sm� t + qt − Dt

)+
+ �vt+1�s̃t+1�

}
� (22)
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From the induction hypothesis, vt+1 can be written as the
sum of functions of partial sums of �sm� t+1�. Also, from
Equations (2)–(4), we have

�∑
m=i

sm� t+1 =
( �∑

m=i−1

sm� t − Dt

)+
for i = 2� � � � � � and (23)

�∑
m=1

sm� t+1 =
(

qt +
�∑

m=1

sm� t − Dt

)+
� (24)

Using the induction hypothesis and Equations (22)–(24),
we get:

vt�s̃t� = −w
�∑

i=1

��i

( �∑
m=i

sm� t

)
− 
E�Dt�

+ �E

{
f

�t+1�
1

(( �∑
m=�−1

sm� t − Dt

)+)

+ · · · + f
�t+1�
�−1

(( �∑
m=1

sm� t − Dt

)+)}

+max
qt≥0

E

{
�p + 
�

[( �∑
m=1

sm� t + qt

)
∧ Dt

]

− h

( �∑
m=1

sm� t + qt − Dt

)+

+ �f �t+1�
�

(( �∑
m=1

sm� t + qt − Dt

)+)

+ �g�t+1�
(( �∑

m=1

sm� t + qt − Dt

)+)}
� (25)

Next, we define the following new functions:

f
�t�
1 �s�� t�

�= −w ���s�� t − 
E�Dt� and (26)

for each i = 2� � � � � �,

f
�t�
i

( �∑
m=�−i+1

sm�t

)
�=−w ���−i+1

( �∑
m=�−i+1

sm�t

)

+�E

{
f

�t+1�
i−1

[( �∑
m=�−i+1

sm�t −Dt

)+]}
� (27)

From parts (b) and (e) of Lemma 1, we can conclude that
the functions �E�f

�t+1�
i ��

∑�
m=�−i sm� t − Dt�

+�� ∈ � . Moreover,
functions −w ��i�

∑�
m=i sm� t�, being decreasing linear func-

tions of �
∑�

m=i sm� t�, also belong to � . Finally, because the
set � is closed under summation, each f

�t�
i ∈� .

We now turn to the terms inside the maximization oper-
ator in Equation (25). In these arguments, we use st =
�
∑�

m=1 sm� t� to reduce notational burden. For reasons similar
to those behind item (c) of Lemma 1, it can be proved that
ĝ�t��st +qt�

�= E��p+
���st +qt�∧Dt�+�g�t+1���st +qt −Dt�
+��

belongs to the set �. It is also straightforward to see that

E�−h�st +qt −Dt�
+� is decreasing and has monotone decreas-

ing differences in st + qt . Therefore, this function and

f̂ �t�
� �st + qt� = E

{−h�st + qt − Dt�
+ + �f �t+1�

� ��st + qt − Dt�
+�
}

also belong to � . The previous statement uses parts (b)
and (e) of Lemma 1. We define a new function ḡ�t��st +qt�

�=
ĝ�t��st + qt� + f̂

�t�
� �st + qt�. Then, from part (d) of Lemma 1,

the function ḡ�t� belongs to the set �. Finally, let g�t��st�
�=

maxqt≥0 ḡ�t��st + qt�. Then, from part (a) of Lemma 1, g�t��st�
belongs to the set �. Now, from Equations (25)–(27) and the
arguments above, we obtain Equation (13). Hence Proposi-
tion 1 is proved. �

Proof of Theorem 1. Theorem 1 states that the retailer
orders enough material in each period to bring its total
inventory level to a critical level y∗

t . If st ≥ y∗
t , then the order

quantity is zero. Proof of Theorem 1 follows from observing
that Equation (13) can be written alternatively as:

vt�s̃t� = f
�t�
1 �s�� t� + f

�t�
2 �s�� t + s�−1� t�

+ · · · + f �t�
�

( �∑
m=1

sm� t

)
+max

at≥st
�ḡ�t��at��� (28)

where ḡ�t� ∈ � and consequently has monotone decreas-
ing differences. The base-stock level y∗

t is an unconstrained
maximum of the function ḡ�t��·�. (Note that when there are
multiple optima, we choose the largest value.) Clearly, an
optimal action is to order up to y∗

t if the current inventory
level is below y∗

t . If not, ordering more lowers the value
function and cannot be an optimal action.

It remains to show that y∗
t < �. This can be accomplished

via an inductive argument. From the proof of Proposi-
tion 1, vn�s̃n� is decreasing in sn (since g�n� = 0). Therefore,
y∗

n = 0< �. Let y∗
t+1 < � be the inductive hypothesis. From

(25), q∗
t = arg maxqt≥0 ḡ�t��st + qt�, where

ḡ�t��s� = E
{
�p + 
��s ∧ Dt� − h�s − Dt�

+

+ �f �t+1�
� ��s − Dt�

+� + �g�t+1���s − Dt�
+�
}
� (29)

Next, the finiteness of E�Dt� ensures that P�Dt ≤ s� → 1 and
�s − Dt�

+ → �s − Dt� as s → �. Therefore, for a sufficiently
large s� y∗

t+1 ≤ s < �, we have

ḡ�t�+�s� = �p + 
� − �p + 
 + h�P�Dt ≤ s�

+ �f �t+1�+
� ��s − Dt�

+� + �g�t+1�+��s − Dt�
+�

< �p + 
� − �p + 
 + h�P�Dt ≤ s� < 0� (30)

The first inequality comes from the fact that f �t+1�+�s� is
nonpositive for any s and g�t+1�+�s� is strictly negative for
s ≥ y∗

t+1. The final inequality is the consequence of finiteness
of E�Dt� and the fact that h > 0. In summary, because the
function ḡ�t��s� is decreasing when s is larger than a finite
number, y∗

t is finite. Hence Theorem 1 is proved. �

Proof of Proposition 3. Consider the arrival instance
of a tagged replenishment. This moment is precisely 	 time
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units after a demand arrival epoch that triggers the order.
Because the Poisson process remains invariant under uni-
form translations, the replenishment arrival epochs also
constitute a Poisson process (see Cox and Isham 1980 for
details). Next, it follows from the Poisson-Arrivals-See-
Time-Averages (PASTA) property that the shelf age distri-
bution of the tagged replenishment is also the arbitrary time
shelf age distribution of an item. Let IN −�y� denote the sta-
tionary distribution of on-hand inventory at the moment of
a replenishment arrival, but not counting the arriving item.
Then

IN −�y� = y − 1− D�	�� (31)

and the arriving item observes the states �� � � �−1�0�
1� � � � � y − 1� of IN −�y�. Equation (31) is closely related to
(15), the difference being that the arriving replenishment
will observe no more than y − 1 units in inventory.

If IN −�y� ≥ 0, then the arriving item must remain on the
shelf for IN −�y� + 1 demand arrivals before it is consumed
by a demand. However, if IN −�y� < 0, then this replen-
ishment is earmarked for a backordered demand and it is
consumed immediately upon arrival. Let Ny , parameterized
by the base-stock level y, be a random variable defined as
follows:

Ny =

⎧⎪⎨
⎪⎩
0� if IN −�y� < 0�

IN −�y� + 1� otherwise�
(32)

With this definition in hand, it is clear that the random age
of an arbitrary item is

A�y� =
Ny∑
i=1

Xi� (33)

where Xi is the i th interarrival time and the empty sum is
set to zero. From (31) and (32), P�Ny = x� = P�D�	� = y −x�,
if x ∈ �1� � � � � y�, and P�Ny = 0� = P�D�	� > y − 1�, which
leads to E�A�y�� = E�Ny�E�Xi� = E��y − D�	��+�/�.

Given Ny = m and m > 0, the conditional distribution of
A�y� is Erlang since it is a sum of m independent expo-
nentially distributed interarrival times. Let Gm�t� denote the
conditional CDF of A�y�. Then for m > 0, Gm�t� can be writ-
ten as follows:

Gm�t� = P�A�y� ≤ t � Ny = m� = 1−
m−1∑
i=0

��t�i

i! e−�t� (34)

Equation (19) is now obtained by unconditioning. That is,
FA�y��t� = 1 ·P�Ny = 0�+∑y

m=1 P�Ny = m�Gm�t�, which simpli-
fies to (19) after substituting from above. �

Proof of Proposition 4. From (33), we observe that
A�y� is a random sum of i.i.d. random variables. In fact,
since Ny and Xis are mutually independent, it follows
that E�a�A�y��� = E�E�a�A�y�� � Ny = m��. Let â�m�

�=
E�a�A�y���Ny=m�. We first claim that â�m� is increasing and
convex in m. This can be proved as follows.

Let Xi denote the ith demand interarrival time starting
from the moment a tagged replenishment arrives that finds
�m − 1� items in inventory on arrival, and let Am denote
this tagged item’s shelf age. Then Am+1 = ∑m+1

i=1 Xi ≥st Am =∑m
i=1 Xi. The notation “≥st” stands for stochastically larger.

If A and B are random variables and Ef �A� ≥ Ef �B� for all
nondecreasing functions f for which the expectations exist,
then A is stochastically larger than B and is written A ≥st B.
An equivalent intuitive condition is that P�A > x� ≥ P�B > x�
for all x (see, for example, Müller and Stoyan 2002, for com-
plete details). The claim Am+1 ≥st Am follows easily from the
fact that Xi ≥ 0. Also, since a�·� is an increasing function, the
above definition of stochastically larger implies that â�m� is
increasing in m.

Given Am−1, Xm, and Xm+1, only one of the following two
possibilities exists: either Am−1 + Xm + Xm+1 ≥ Am−1 + Xm ≥
Am−1 + Xm+1 ≥ Am−1 or Am−1 + Xm + Xm+1 ≥ Am−1 + Xm+1 ≥
Am−1 + Xm ≥ Am−1. Focusing on the first case, we can easily
recognize that the following inequality must hold almost
surely since a�·� is convex in its argument (has increasing
differences).

a�Am−1 + Xm + Xm+1� − a�Am−1 + Xm�

≥ a�Am−1 + Xm+1� − a�Am−1� (35)

Similarly, if we assume that the inequality in the second
case above holds, then it can be argued that

a�Am−1 + Xm + Xm+1� − a�Am−1 + Xm+1�

≥ a�Am−1 + Xm� − a�Am−1� (36)

must hold almost surely. Taking expectations on both sides
of the above inequalities and recognizing that E�a�Am−1 +
Xm + Xm+1�� = â�m + 1�, E�a�Am−1�� = â�m − 1� and that
E�a�Am−1 + Xm+1�� = E�a�Am−1 + Xm�� = â�m�, we obtain the
following inequality from either of the above two cases:

â�m + 1� + â�m − 1� ≥ 2â�m�� (37)

This immediately completes the proof that â�m� is con-
vex in m. (The above inequality can be obtained by first
rearranging the two earlier inequalities to yield a com-
mon inequality, which is a�Am−1 + Xm + Xm+1� + am�Am−1� ≥
am�Am−1 + Xm� + am�Am−1 + Xm+1�, and then taking expecta-
tions on both sides.)

From the definition of ��y� in the statement of Proposi-
tion 4, we obtain

��y� =
y∑

m=0

â�m�P�Ny = m�

= â�0�P�D�	� > y − 1� +
y∑

m=1

â�m�P�D�	� = y − m��



www.manaraa.com

Gupta and Wang: A Stochastic Inventory Model with Trade Credit
Manufacturing & Service Operations Management 11(1), pp. 4–18, © 2009 INFORMS 17

Using this definition, we now take differences and simplify
as follows:

��y + 1� − ��y�

= â�0��P�D�	� > y� − P�D�	� > y − 1��

+
y+1∑
j=1

â�j�P�D�	� = y + 1− j� −
y∑

j=1

â�j�P�D�	� = y − j�

= â�0��P�D�	� = y�� +
y∑

i=0

â�i + 1�P�D�	� = y − i�

−
y∑

j=1

â�j�P�D�	� = y − j�

=
y∑

i=0

�â�i + 1� − â�i��P�D�	� = y − i�� (38)

Clearly, ��y +1�−��y� ≥ 0 since â�·� is increasing. A similar
set of arguments leads to the following relationship:

��y� − ��y − 1� =
y∑

i=1

�â�i� − â�i − 1��P�D�	� = y − i� (39)

On examining (38) and (39), it is clear that ��y +1�−��y� ≥
��y� − ��y − 1� for all y ≥ 1 because the function â�m� is
increasing convex in m. �

Proof of Proposition 5. Define ���y�
�= E�a�A�y���

when credit terms are specified by � and

���y�
�= �C�y � �� − �C�y − 1 � ���

In (17), since E�I�y�� and E�B�y�� do not depend on �, we
have

��1
�y� − ��2

�y�

= �w
{
���1

�y� − ��1
�y − 1�� − ���2

�y� − ��2
�y − 1��

}
�

Recall from (39) that â�i� = E�a�A�y�� � Ny = i� and there-
fore for a given sequence of interarrival times �xi�, �â�i� −
â�i − 1� � �xi�� = ∫ ∑i

m=1 xm∑i−1
m=1 xm

��t� dt. Next, �â�i� − â�i − 1� � � =
�1� ≤ �â�i� − â�i − 1� � � = �2� since �1�t� ≤ �2�t� for all t.
This implies ��1

�y� − ��1
�y − 1� ≤ ��2

�y� − ��2
�y − 1� and

��1
�y� ≤ ��2

�y�. Therefore, �C�y � �� is submodular in
�y�−��. Recall that yR��� = argminy≥0��C�y � ���. Finally,
using Theorem 8-4 in Heyman and Sobel (1984), it can
be argued that yR��� is increasing in −�. Put differently,
yR��1� ≥ yR��2� when �1 ≤ �2. �

References
Aggarwal, S. P., C. K. Jaggi. 1995. Ordering policies of deteriorating

items under permissible delay in payments. J. Oper. Res. Soc.
46 658–662.

Babich, V., M. J. Sobel. 2004. Pre-IPO operational and financial deci-
sions. Management Sci. 50 935–948.

Beranek, W. 1967. Financial implications of lot-size inventory mod-
els. Management Sci. 13 B401–B408.

Birge, J. R. 2000. Option methods for incorporating risk into linear
capacity planning models. Manufacturing Service Oper. Manage-
ment 2 19–31.

Brealey, R. A., S. C. Myers, F. Allen. 2006. Principles of Corporate
Finance. McGraw-Hill/Irwin, New York.

Buzacott, J. A., R. Q. Zhang. 2004. Inventory management with
asset-based financing. Management Sci. 50 1274–1292.

Carlson, M. L., G. J. Miltenburg, J. J. Rousseau. 1996. Economic
order quantity and quantity discounts under date-terms sup-
plier credit: A discounted cash flow approach. J. Oper. Res. Soc.
47 384–394.

Carlson, M. L., J. J. Rousseau. 1989. EOQ under date-terms supplier
credit. J. Oper. Res. Soc. 40 451–460.

Chand, S., J. Ward. 1987. A note on “Economic order quantity under
conditions of permissible delay in payments.” J. Oper. Res. Soc.
38 83–84.

Chang, C. 2004. An EOQ model with deteriorating items under
inflation when supplier credits linked to order quantity. Inter-
nat. J. Production Econom. 88 307–316.

Cox, D. R., V. Isham. 1980. Point Processes. Chapman and Hall,
London, UK.

Giannetti, M., M. Burkart, T. Ellingsen. 2006. What you sell is
what you lend? Explaining trade credit contracts. EFA 2006
Zurich Meetings. SSRN Working Paper Series, Department of
Finance, Stockholm School of Economics, Stockholm, Sweden,
http://ssrn.com/abstract=930390.

Goyal, S. K. 1985. Economic order quantity under conditions of
permissible delay in payments. J. Oper. Res. Soc. 36 335–338.

Gupta, D., Y. Gerchak. 2002. Quantifying operational synergies in
a merger/acquisition. Management Sci. 48 517–533.

Haley, C. W., R. C. Higgins. 1973. Inventory policy and trade credit
financing. Management Sci. 20 464–471.

Heyman, D. P., M. J. Sobel. 1984. Stochastic Models in Operations
Research, Vol. II. McGraw-Hill, New York.

Huang, Y. F. 2004. Optimal retailer’s replenishment policy for the
EPQ model under the supplier’s trade credit policy. Production
Planning Control 15 27–33.

Jamal, A. M., B. R. Sarker, S. Wang. 1997. An ordering policy for
deteriorating items with allowable shortage and permissible
delay in payments. J. Oper. Res. Soc. 48 826–833.

Kim, J., H. Hwang, S. Shinn. 1995. An optimal credit policy to
increase supplier’s profits with price-dependent demand func-
tions. Production Planning Control 6 45–50.

Kingsman, B. 1991. EOQ under date-terms supplier credit: A near-
optimal solution. J. Oper. Res. Soc. 42 803–809.

Kirkman, P. 1979. Trade credit terms: Time for a change? Accoun-
tancy 90 103–104.

Lederer, P. J., V. R. Singhal. 1994. The effect of financing decisions
on the economic evaluation of flexible manufacturing systems.
Internat. J. Flexible Manufacturing Systems 6 333–360.

Li, L., M. Shubik, M. J. Sobel. 2003. Control of dividends, capi-
tal subscriptions, and physical inventories. Technical Memo-
randum 763, Department of Operations, Weatherhead School
of Management, Case Western Reserve University, Cleveland,
OH.



www.manaraa.com

Gupta and Wang: A Stochastic Inventory Model with Trade Credit
18 Manufacturing & Service Operations Management 11(1), pp. 4–18, © 2009 INFORMS

Luenberger, D. G. 1984. Linear and Nonlinear Programming. Addison-
Wesley Publishing Company, Reading, MA.

Maddah, B. S., M. Y. Jaber, N. E. Abboud. 2004. Periodic review
�s�S� inventory model with permissible delay in payments.
J. Oper. Res. Soc. 55 147–159.

Müller, A., D. Stoyan. 2002. Comparison Methods for Stochastic Models
and Risks. John Wiley & Sons, Chichester, UK.

Peterson, M. A., R. G. Rajan. 1997. Trade credit: Theories and evi-
dence. Rev. Financial Stud. 10 661–691.

Porteus, E. L. 1985. Undiscounted approximation of discounted
regenerative models. Oper. Res. Lett. 3 293–300.

Porteus, E. L. 2002. Foundations of Stochastic Inventory Theory.
Stanford University Press, Stanford, CA.

Puterman, M. L. 1994. Markov Decision Processes� Discrete Stochastic
Dynamic Programming. John Wiley & Sons, New York.

Rachamadugu, R. 1989. Effect of delayed payments (trade credit)
on order quantities. J. Oper. Res. Soc. 40 805–813.

Ravid, S. A. 1988. On interactions of production and financial deci-
sions. Financial Management 17(Autumn) 87–99.

Robb, D. J., E. A. Silver. 2004. Inventory management under
date-terms supplier trade credit with stochastic demand and
leadtime. Technical report, Department of Information Sys-
tems and Operations Management, The University of Auck-
land, Auckland, New Zealand.

Silver, E. A., D. Costa. 1998. Some replenishment rules considering
payment periods and risk of outdating. J. Oper. Res. Soc. 49
861–869.

Smith, J. K. 1987. Trade credit and informational asymmetry.
J. Finance 42 863–872.

Wilson, N., B. Summers. 2002. Trade credit firms offered by small
firms: Survey evidence and empirical analysis. J. Bus. Finance
Accounting 29 317–351.

Xu, X., J. R. Birge. 2004. Joint production and financing decisions:
Modeling and analysis. SSRN Working Paper Series, North-
western University, Chicago, IL. http://ssrn.com/abstract=
652562.

Zipkin, P. H. 2000. Foundations of Inventory Management. McGraw-
Hill, Boston, MA.



www.manaraa.com

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


